Robust Statistics—How Not to Reject Outliers

Part 1. Basic Concepts
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The subject of outliers has been controversial whenever analytical data have been processed. Modern statistical theory provides an alternative to outlier rejection, in which outlying observations are retained but given less weight. This approach is known as robust statistics and is beginning to find favour with analytical chemists. An introduction to robust statistics is given and some examples are described.
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Introduction

Occasionally sets of analytical data occur in which a few observations appear discordant with the remainder. Such observations are known as outliers. For example, considering the following 24 determinations of copper (μg g⁻¹) in wholemeal flour

\[
2.9 \ 3.1 \ 3.4 \ 3.4 \ 3.7 \ 3.7 \ 2.8 \ 2.5 \ 2.4 \ 2.4 \ 2.7 \ 2.2 \ 5.28 \ 3.37 \ 3.03 \ 3.03 \ 28.95 \ 3.77 \ 3.4 \ 2.2 \ 2.2 \ 3.5 \ 3.6 \ 3.7 \ 3.7
\]

one value, 28.95, stands out from the remainder. In this instance we may be particularly suspicious of the value, as a simple explanation suggests itself. Although recording and range errors are almost certainly the major cause of outliers, mistakes can also occur in many other parts of the analytical process and from contamination and transposition of specimens.

The almost universal practice amongst analytical chemists has been to regard outliers as errors, and to delete them from the set of data. In some circumstances this is plainly wrong, and in others there are much safer procedures. Why should we be interested in outliers? One good reason is to catch the extreme results whether or not they are rejected by an outlier test (such as the tests of Dixon¹ or Grubbs²). The traditional procedure has the merit of pointing out the second outlier, 5.28, but this would have been obvious from any plot of the data (Fig. 1). The second-largest value will be significant (at 5%) only if it exceeds 4.80. However, surely we would want to check a value of 4.77 for a transcription error?

Outlier rejection is positively wrong when included in a procedure to assess the variability of an analytical method. The outlier rejection procedure used above is that of BS5497⁴; the illustrative dataset (1) is taken from a co-operative trial.⁵

Fig. 1. Two views of dataset (1) from the statistical package MINITAB. (a) A dot plot; and (b) a box plot. * and O, extreme observations; +, the median; and □, the quantiles

where \(x(1), \ldots, x(24)\) are the observations sorted into increasing order:

\[
2.2 \ 2.2 \ 2.4 \ 2.4 \ 2.5 \ 2.7 \ 2.8 \ 2.9 \ 3.03 \ 3.03 \ 3.1 \ 3.37 \ 3.4 \ 3.4 \ 3.4 \ 3.5 \ 3.5 \ 3.6 \ 3.7 \ 3.7 \ 3.7 \ 3.7 \ 3.7 \ 3.7 \ 3.7 \ 28.95
\]

and therefore reject \(x(24) = 28.95\). For the remaining 23 observations the Dixon¹ test statistic is 0.549, so \(x(23) = 5.28\) would also be rejected. Using the test yet again gives 0.133, this being judged not significant. Grubbs'² test gives the same results.

The traditional procedure has the merit of pointing out the second outlier, 5.28, but this would have been obvious from any plot of the data (Fig. 1). The second-largest value will be significant (at 5%) only if it exceeds 4.80. However, surely we would want to check a value of 4.77 for a transcription error? If the purpose of detecting outliers is to check the values, it is their extremeness and the plausibility of simple explanations that should weigh in the decision, and not the statistical significance.

Outlier rejection is positively wrong when included in a procedure to assess the variability of an analytical method. The outlier rejection procedure used above is that of BS5497⁴; the illustrative dataset (1) is taken from a co-operative trial.⁵ The mean and variance of the whole set are 4.28 and 28.1, respectively, whereas after outlier rejection they are 3.11 and 0.281, respectively. If the second-largest observation had been 4.77 we would have obtained 3.19 and 0.387, respectively. From this, two conclusions can be drawn that are true generally. The traditional procedure is (a) sensitive to the actual data values and (b) seriously underestimates the variance that is attainable in practice. The outliers in our dataset are only revealed because we have 24 replicates. Duplication might throw doubt on a value of 28.95, but it is very unlikely to do so on 5.28. On the other hand, estimating the variance by 28.1 is also unfair, as values as large as 28.95 might be spotted and are much rarer than 1 in 24.

* Correspondence should be addressed to the Secretary, Analytical Methods Committee, Analytical Division, Royal Society of Chemistry, Burlington House, Piccadilly, London W1V 0BN, UK.
Barnett and Lewis discussed the outlier problem in considerable detail and described a whole battery of outlier rejection tests. The change of emphasis from their first edition (1978) to the second edition (1984) reflects a change in statistical practice from outlier rejection to outlier accommodation. The prevailing philosophy is known as robust statistics (or, occasionally, as resistant statistics) and is expounded in a number of recent monographs, some of which are forbidden even to professional statisticians.

Robust statistics have been used occasionally by chemists, especially in geochemistry. These papers concentrate on establishing reference values, whereas robust methods can be as useful in assessing variability as for central tendency.

Philosophy of Robust Statistics

The normal distribution pervades statistical methodology, and its very name suggests widespread applicability. Yet careful studies show that real errors do not fit the normal distribution! Users of statistics point to a theoretical result, the central limit theorem, to justify the assumption, whereas theoreticians believe its applicability to have been proved empirically. The central limit theorem is, of course, a perfectly correct result about sums of many small independent errors having (approximately) a normal distribution. The problem is that outliers result from single large errors. It is also generally accepted that real error distributions have “heavier tails” than the normal distribution, i.e., large deviations (in either direction) are more likely than under a normal distribution. One of the bases of robust statistics is to use procedures that work well for such distributions.

The second basis is to protect against gross errors. We observed from our example that recording 28.95 rather than 2.895 increased the sample mean considerably (to 4.28 from 0.46). Hence the effect of a missing decimal point is about 1.35, which suggests that we determine \( \sigma \) by (IQW) = \( \frac{1}{n} \sum_{i=1}^{n} (x_i - \mu) \). This is the mean of pseudo-values \( x_i \).

The trimmed mean and the IQR were developed in the days of analytical chemistry the distribution of errors will almost certainly be asymmetric. Consider \( n \) data points \( x_1, \ldots, x_n \). The sample mean minimises the sum of squares \( S_S = \sum (x_i - \mu)^2 \) and this is the source of its sensitivity to gross errors as large errors inflate \( S_S \) significantly. Suppose we minimise \( S_S = \sum (x_i - \mu) \) where \( \mu \) does not weight large errors, \( e \), as much as \( e^2 \). A good choice is the function

\[
\rho(e) = \begin{cases} 
(e|e|)^2, & |e| \leq c \\
(c|2e/c| - c), & |e| > c
\end{cases}
\]

illustrated in Fig. 2 where \( \sigma^2 \) is a robust variance and \( c \) is a constant in the range 1–2. This penalises errors larger than \( c \) less severely than \( x^2 \). The corresponding location estimate, \( \mu \), is the mean of pseudo-values \( x_i \).

The trimmed mean and the IQR were developed in the days of analytical chemistry the distribution of errors will almost certainly be asymmetric. Consider \( n \) data points \( x_1, \ldots, x_n \). The sample mean minimises the sum of squares \( S_S = \sum (x_i - \mu)^2 \) and this is the source of its sensitivity to gross errors as large errors inflate \( S_S \) significantly. Suppose we minimise \( S_S = \sum (x_i - \mu) \) where \( \mu \) does not weight large errors, \( e \), as much as \( e^2 \). A good choice is the function

\[
\rho(e) = \begin{cases} 
(e|e|)^2, & |e| \leq c \\
(c|2e/c| - c), & |e| > c
\end{cases}
\]

illustrated in Fig. 2 where \( \sigma^2 \) is a robust variance and \( c \) is a constant in the range 1–2. This penalises errors larger than \( c \) less severely than \( x^2 \). The corresponding location estimate, \( \mu \), is the mean of pseudo-values \( x_i \).

Hence extreme values can be thought of as being either brought in or downweighted. We can compute \( \mu \) from either of these properties. To start with take any estimate \( \mu^{(0)} \), say the mean or the median. At each stage compute \( \hat{\mu}^{(n)} \) as the weighted mean with weights \( \min(1, \sigma/|x_i - \mu^{(n-1)}|) \) or as the mean of the values \( x_i \) with \( |x_i - \mu^{(n-1)}| \). The function \( \min(x,y) \) denotes the smaller value of \( x \) and \( y \). The values \( \hat{\mu}^{(n)} \) converge rapidly to \( \mu \).

The value of \( c = 1.5 \) has wide support. Suppose we knew \( \sigma \) to be 0.70, then starting from the mean

\[
\hat{\mu}^{(0)} = 4.28, 3.56, 3.27, 3.22, 3.21, \ldots
\]

and starting from the median

\[
\hat{\mu}^{(0)} = 3.39, 3.24, 3.21, \ldots
\]

It is usually unrealistic to assume that \( \sigma \) is known, although only a rough estimate is needed, which might be available from past trials. One rough estimate is based on the median absolute deviation (MAD); MAD = median \( |x_i - \text{median}| \), \( \hat{\sigma} = \text{MAD}/0.6745 \), which is similar to the re-scaled IQR, and in our example gives \( \hat{\sigma} = 0.53 \) and \( \hat{\mu} = 3.207 \). (The scale factor 0.6745 is used to obtain the correct answer for normally distributed data.) More sophisticated estimates are considered later. However, this simple proposal is already very reliable. The corresponding estimator of location is sometimes known as A15.
The following shows the insensitivity to the outlier(s):

If it is supposed that we are in the somewhat more realistic position of knowing $\mu$ (say from a reference sample) and wish to estimate $\sigma$, then we could use the sample variance or the scaled IQR, or

$$\hat{\sigma}_n = \text{median}(|x_i - \mu|)/0.6745$$

A robust procedure is to solve

$$\sum \min(|x_i - \mu|/\sigma_i, c)^2 = \eta \beta \quad \ldots \quad (3)$$

where again $\beta$ is chosen to obtain the correct answer for normally distributed data. Some values of $\beta$ are given in Table 1.

There are a number of ways to solve (3). One of the easiest is to compute a sequence of values $\hat{\beta}^{(i)}$ with $\hat{\beta}^{(0)} = \hat{\sigma}_n$ and

$$[\hat{\beta}^{(i)}]^2 = \frac{1}{\eta \beta} \sum (\hat{x}_i - \mu)^2$$

where

$$\hat{x}_i = \begin{cases} x_i & \text{if } |x_i - \mu| < c \hat{\beta}^{(i-1)} \\ \mu - c \hat{\beta}^{(i-1)} & \text{if } x_i < \mu - c \hat{\beta}^{(i-1)} \\ \mu + c \hat{\beta}^{(i-1)} & \text{if } x_i > \mu + c \hat{\beta}^{(i-1)} \\ \end{cases}$$

which converges rapidly to the solution of (3).

Suppose for dataset (1) that we knew that $\mu = 3.68$ (which is the consensus of a much larger set of measurements), then

$$\hat{\sigma} = 0.911, 0.927, 0.934, 0.938, 0.939, 0.940, 0.941, \ldots$$

so $c$ can be estimated by 0.941. Note that $\hat{\sigma}^2$ is the variance of the pseudo-values $\hat{x}_i$ (with divisor $n$ as $\mu$ is known).

### Unknown "true value"

The more sophisticated approach referred to in a previous section involves estimating $\sigma$ alongside $\mu$. Hence at each iteration we form pseudo-values $\hat{x}_i$ and compute their mean, $\hat{x}$, and variance, $\hat{\sigma}^2$. Then $\hat{\beta}^{(0)} = \hat{x}$ and $\hat{\sigma}^{(0)} = \sqrt{\hat{x}^2/\hat{\sigma}}$. This is repeated until the values stabilise, starting from (median, $\hat{\sigma}_n$). The present example gives

$$\hat{\mu} = 3.385 \quad 3.355 \quad 3.213 \quad 3.206 \quad 3.205 \quad 3.205 \quad \ldots$$

$$\hat{\sigma} = 0.526 \quad 0.595 \quad 0.639 \quad 0.657 \quad 0.666 \quad 0.671 \quad \ldots$$

The following shows the insensitivity to the outlier(s):

$$\begin{array}{ccc}
\hat{\mu} & \hat{\sigma} \\
28.95 & 3.205 & 0.674 \\
2.895 & 3.146 & 0.613 \\
289.5 & 3.205 & 0.674 \\
\end{array}$$

and in fact $(\hat{\mu}, \hat{\sigma})$ do not depend on any of the exact values greater than $\hat{\mu} + 4\hat{\sigma} = 4.22$. Hence it is irrelevant whether the value 5.28 is considered an outlier or not; all that matters is that it exceeds 4.22. This combined estimator is known as H15 or "Huber proposal 2."

When $n$, the number of observations, is small, a small-sample correction should be made. The variance of $x_i - \hat{\mu}$ will be about $\sigma^2(n - 1)/n$ and so the cut-off point, $c$, should be reduced to $c \sqrt{(1 - 1/n)}$ in forming the pseudo-values. This will be important in Part 2.1. (It reduces $\hat{\sigma}$ to 0.662 in our example.)

### Discussion

We have observed that robust procedures can be constructed to estimate the true value and precision of a set of data by relatively simple iterative calculations. These are very tedious to do manually but easy to program. (The longest part of the program will be to find the starting values, see Appendix.) The robust estimates are completely insensitive to how outlying the extreme data values are and obtain most of their information from the values in the centre of the dataset.

The cut-off value $c$ should in theory be chosen depending on how frequent outliers are thought to be, although it is safer to choose a smaller value of $c$ if in doubt. About 1% of outliers suggest $c = 2.0$ and about 5% suggest $c = 1.4$. The value $c = 1.5$ is widely used. The actual estimates obtained are not very sensitive to $c$:

$$c = 1.0 \quad 1.5 \quad 2.0$$

$$\hat{\mu} = 3.229 \quad 3.205 \quad 3.234$$

$$\hat{\sigma} = 0.648 \quad 0.662 \quad 0.678$$

If we really wanted to look for outliers to check them against the original records, a useful rule would be to check all $x$ values outside $\hat{\mu} \pm 2\hat{\sigma}$. In dataset (1) this suggests that all values greater than 4.53 would be checked.

### Use of robust estimates

Some considerable care is needed in interpreting $\hat{\mu}$ and $\hat{\sigma}$. They do not estimate the mean and standard deviation of the observations (note, not the population), and this is an asset rather than a liability. Rare but very large outliers will affect the theoretical mean $\mu$ considerably when, as in analytical chemistry, they will almost always occur in one direction. Instead we should regard $\mu$ as measuring the mean of the "reliable" observations, a consensus value which is the nearest we can get to a "true value". (This interpretation is only possible if the "reliable" observations form the majority. Examples do occur in which the outliers are the only valid observations, but no statistical procedure can redeem such a disastrous trial.)

In a similar manner $\hat{\sigma}$ measures the standard deviation of the "reliable" observations. If we take $m$ replicates then the robust measure $\hat{\sigma}$ obtained from these will have a variance of about $\hat{\sigma}^2/m$ for moderate $m$. [In fact $\hat{\sigma}^2/m \times \hat{\beta}^2$ where $\hat{\beta} = P(x_i - \mu)/|c|$, where $P$ is the probability, which can be estimated either from the normal distribution or by the proportion of the dataset with $z_i > x_i$. As Table 1 shows, the correction factor $\beta^2$ is only just larger than one.] However the (population) variance of one observation will usually much exceed $\hat{\sigma}^2$, as outliers cannot be downweighted. Duplicates also do not help, as we always find that $\hat{\mu} = (x_1 + x_2)/2$. At least three replicates are needed to allow downweighting, and this may not be sufficient unless $\sigma$ is known a priori. If we had recorded just the three observations 2.9, 3.1 and 28.95, then

Mean = 11.65
Median = 3.1
$\hat{\sigma}_m = 0.297$
A15 = 3.222
H15 = 11.65
$\hat{\sigma} = 16.98$

There are two plausible explanations for the triple of observations. One, favoured by (A15, $\hat{\sigma}_m$), is of two reliable
observations plus one outlier. On the other hand, \((H15, \delta)\) regards the sample as three variable observations: We know only from other data which explanation is correct.

No statistical method can make sense of disastrous trials.
which gives

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>16.01</td>
</tr>
<tr>
<td>s</td>
<td>21.27</td>
</tr>
<tr>
<td>Median</td>
<td>11.00</td>
</tr>
<tr>
<td>$\delta_m$</td>
<td>4.45</td>
</tr>
<tr>
<td>A15</td>
<td>11.55</td>
</tr>
<tr>
<td>H15</td>
<td>11.70</td>
</tr>
<tr>
<td>$\delta$</td>
<td>5.19</td>
</tr>
</tbody>
</table>

suggesting a standard error of the robust mean of ca. 1.0 ($= \delta/\sqrt{m}$). Abbey quoted other robust estimators of $\hat{\mu}$, but all agreed to within the (considerable) uncertainty. However, this uncertainty is so large that very little has been learnt from 31 determinations.

In general, outliers are not a problem when data are looked at carefully. Increasingly data are not looked at at all. They are recorded in machine-readable form and summarised by computer programs. In such circumstances robust statistics are preferable to conventional ones, and a marked difference between them should give a warning that the data should be examined carefully.

**Appendix**

**Computation**

The exact form of the algorithms used to calculate robust estimates can be deduced from the FORTRAN 77 program shown. They cover the most general case of unknown $\mu$ and $\sigma$, but are easily modified to handle other instances.

Medians are found by sorting the data by the sort algorithm of Shell. There are ways to find medians without sorting that will be faster for large values of $n$, but these are considerably more awkward to program correctly. One other difficulty is that $\delta_m$ could turn out to be zero, but only if half the data are equal to the median. In that instance we would report $2|x - \text{median}|/n$, which is zero only if all the data are equal to the median.

The programs use a common workspace (ws) which should be as large as the data array. One trap for the unwary: median

and H15 are real qualities, despite the implicit rules of FORTRAN. To aid translation to other languages, all variables used are declared. NMAX can be set as required.

Professor Peter Rousseeuw’s comments were most helpful in clarifying an earlier draft.
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